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Functional advantages of building 
nanosystems using multiple molecular 
components

D. Lauzon     & A. Vallée-Bélisle     

Over half of all the natural nanomachines in living organisms are 
multimeric and likely exploit the self-assembly of their components to 
provide functional benefits. However, the advantages and disadvantages 
of building nanosystems using multiple molecular components remain 
relatively unexplored at the thermodynamic, kinetic and functional 
levels. In this study we used theory and a simple DNA-based model that 
forms the same nanostructures with different numbers of components 
to advance our knowledge in this area. Despite its lower assembly rate, 
we found that a system built with three components may undergo a more 
cooperative assembly transition from less preorganized components, 
which facilitates the emergence of functionalities. Using simple variations 
of its components, we also found that trimeric nanosystems display a much 
higher level of programmability than their dimeric counterparts because 
they can assemble with various levels of cooperativity, self-inhibition and 
time-dependent properties. We show here how two simple strategies (for 
example, cutting and adding components) can be employed to efficiently 
programme the regulatory function of a more complex, artificially selected, 
RNA-cleaving catalytic nanosystem.

Finely regulated self-assembled molecular systems, or nanosystems, 
are central to life and are increasingly important in nanotechnology1,2. 
In living organisms, nanosystems have evolved to respond precisely 
to specific variations in stimuli, for example, temperature, pressure, 
light, pH, osmolarity, small molecules and macromolecules3–5. These 
nanosystems typically self-assemble through the formation of multi-
ple non-covalent interactions, by either intramolecular folding or the 
intermolecular association of two or more molecular components6,7. 
Of all the proteins characterized so far in living organisms, more than 
55% are multimeric and likely exploit molecular assembly to provide 
functional benefits7,8. The tetrameric protein haemoglobin represents 
a good example of functional adaptation through multimerization. 
While the monomeric myoglobin is better suited for oxygen storage 
due to its higher affinity, the tetrameric haemoglobin transports four 

O2 molecules using a highly cooperative load-and-release mechanism 
that can be allosterically controlled through pH and other molecular 
effectors9,10. Inspired by such sophisticated nanosystems, chemists and 
engineers aspire to develop similar self-regulated systems for various 
nanotechnological applications, including biosensing, drug delivery 
and chemical computing11–13. However, the advantages or limitations 
of building such self-regulated molecular systems using either one or 
multiple molecular components are often overlooked by biologists, 
engineers and chemists.

Potential advantages and limitations of building self-regulated 
molecular systems using multiple molecular components have been 
proposed. These hypotheses, however, remain quite challenging to 
test by comparing natural monomeric and multimeric proteins given 
their differentiation throughout evolution10,14,15. An obvious advantage 
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m value, which correlates with the amount of surface area exposed 
to solvent upon disassembly (Fig. 1b, top)38,39. The one-component 
system (1C) displays a free energy of assembly of −6.4 ± 0.4 kcal mol−1, 
which remains substantially lower than the predicted free energy of 
assembly of the complete system (−22.9 kcal mol−1, Extended Data  
Fig. 1). This suggests that part of the disassembled state of the 1C system 
may remain assembled even at high urea concentrations. To verify this 
hypothesis, we characterized the isolated hairpins and found that they 
indeed remained assembled even at urea concentrations above 10 M 
(Supplementary Figs. 1 and 2). The small ΔG°Ass measured for the 1C 
nanosystem is also consistent with the value predicted (−5.7 kcal mol−1) 
for a simple closure of the three-way junction with preorganized hair-
pins (Fig. 1a and Extended Data Fig. 1). We then cut the 1C system into 
two components by removing one of the hairpin loops, generating 
the two-component system (2C). Its ΔG°Ass (−15.8 ± 0.2 kcal mol−1) 
and m value (1.61 ± 0.05 kcal mol−1 M−1) were approximately twice 
the values measured for the 1C system (Fig. 1b and Supplementary 
Table 1). This indicates that the 2C system forms approximately two 
times more interactions while burying two times more surfaces than 
the 1C system during its assembly (Supplementary Fig. 3). A similar 
trend was also observed when fragmenting the nanosystem into three 
components, with its assembly transition involving nearly three times 
more interactions (ΔG°Ass = −21.8 ± 0.9 kcal mol−1 M−1) and the burial of 
three times more surfaces (m value = 2.1 ± 0.5 kcal mol−1 M−1) than the 
1C system (Fig. 1b). Thermal denaturation experiments (Extended Data  
Fig. 2) also supported these observations and further revealed that the 
smaller ΔG°Ass of the 1C system can be attributed to reductions in both 
enthalpy (54 ± 9%) and entropy (49 ± 10%) compared with those of the 
three-component (3C) system (Supplementary Table 1). A structural 
analysis of these systems using the NUPACK software40 yielded results 
that were consistent with these experimentally measured free energies 
and this hypothesis (Extended Data Fig. 1).

We then determined the assembly kinetics of these nanosys-
tems and found, as expected, that their rates of assembly decreased 
drastically as the number of components increased (Fig. 1c, top). For 
example, while 50% of the 1C system folded within 1 ms in the absence 
of urea (half-life, t1/2 = 0.5 ± 0.1 ms), the 2C (t1/2 = 32 ± 9 s) and 3C 
(t1/2 = 1,287 ± 378 s) systems assembled five and seven orders of mag-
nitude more slowly at similar concentration, respectively (Fig. 1c, top). 
This is consistent with the fact that unimolecular reactions are typically 
faster than multimolecular reactions and that many interactions are 
already formed in the 1C and 2C nanosystems (that is, preorganized 
hairpins) before the observed assembly transition takes place. We 
also compared the disassembly rate of all the three-way junctions 
at 10 M urea and found that they all disassembled at a similar rate 
(t1/2 = 24 ± 10 ms; Fig. 1c, bottom). This suggests that fragmentation did 
not substantially impact the disassembly mechanism and half-life of 
each nanosystem. As noted above, however, the disassembly of the 1C 
and 2C systems was only partial as their hairpins remained organized 
above 10 M urea (see Extended Data Fig. 3 for more details). The ΔG°Ass 
and m values estimated from the assembly and disassembly kinetics 
further support the presence of a preorganized structure given that 
they are within the experimental error of the values determined by 
equilibrium experiments (Supplementary Table 1)41.

Taken together, these thermodynamic and kinetic results suggest 
that fragmenting a nanosystem into multiple components may help 
to reduce the amount of preorganized structures in the individual 
components, thus ensuring that the assembly transition maximizes 
the number of newly formed interactions. More specifically, our results 
demonstrate that the 1C DNA three-way junction assembles rapidly in 
a sequential manner through the preorganization of two hairpins fol-
lowed by closure of the last arm, while the slower assembly of the 3C 
system displays a more global cooperative assembly, with all its interac-
tions being formed simultaneously in a one-step process. Besides the 
variation in assembly rate, we further explored whether the presence 

of unimolecular systems is their fast assembly due to typically high 
intramolecular folding rates16. However, large unimolecular systems 
increase the complexity inherent in their covalent synthesis (multistep, 
error rate, low yield and so on) and are more likely to misfold, thereby 
reducing their activity and even leading to harmful misfolded interme-
diates17. Proteins made from longer polypeptide chains, for example, 
typically require the assistance of complex molecular chaperones 
to limit misfolding during assembly17. This problem can be avoided, 
in principle, by reducing the sizes and complexities of these large 
individual components by employing several smaller self-assembling 
components18. Having more molecular components could also increase 
the regulatory potential of the assembly by rendering its function 
dependent on the concentration of its components18–21, but could 
also lead to unwanted kinetic traps, thus slowing down its assembly21. 
These challenges are also typically observed when assembling artifi-
cial nanosystems made of DNA, RNA and proteins, which require long 
and optimized assembly protocols with often complex temperature 
annealing or dialysis strategies22–24.

One strategy to understand the functional advantages of building 
nanosystems using one or multiple molecular components could con-
sist of exploring the effect of fragmenting a functional unimolecular 
structure into multiple components. In the past decades, researchers 
have found that natural proteins and artificial nucleic acid-based sys-
tems can readily support fragmentation into two or multiple compo-
nents (for example, protein-fragment complementary assay and split 
aptamers)25–28. However, so far, it remains unclear whether fragmenting 
a self-assembled system into more components can enable it to artifi-
cially evolve and, therefore, improve its functionality. In this study we 
explored this hypothesis by studying the thermodynamic and kinetic 
impacts of fragmenting a self-assembled nanosystem into multiple 
components that reassemble into the same exact nanostructure. Using 
theoretical simulations and experiments on two nucleic acid model 
systems, we have demonstrated how self-assembled nanosystems can 
be readily programmed to acquire complex regulation mechanisms 
through a simple fragmentation strategy.

Results
A DNA-based model
To explore whether fragmenting a self-assembled nanosystem into 
more components could enable the programming of novel regulatory 
functionalities, we designed a simple DNA three-way junction system 
that contains programmable interacting surfaces (Fig. 1a). We used DNA 
to recreate a multicomponent biological assembly instead of proteins 
due to the high predictability and programmability of its interactions 
(affinity and kinetic)29,30, its ease of synthesis31, its chemical modifica-
tions (for example, the addition of fluorophores and quenchers)32 and 
its ability to create specific, well-defined and highly soluble structures22. 
The three-way junction, for example, is a widely occurring nucleic 
acid motif in all kingdoms of life (for example, rRNA, riboswitches, 
artificial ribozymes and DNAzymes) and an important building block 
in DNA nanotechnology33–36. This motif contains three arms, each of 
which is separated by a short two-thymine spacer. Each arm is made 
of ten base pairs (five AT and five GC) and has a predicted free energy 
of −10 kcal mol−1 (dissociation constant, KD ≈ 100 nM at 37 °C)37, which 
enables assembly within a range of concentrations ideally suited for 
fluorescence measurements.

Assembly of three-way junctions from one, two or three 
components
We first characterized the assembly thermodynamics of three-way 
junctions built with one, two or three components by determining the 
difference in energy between their assembled and disassembled confor-
mations, ΔGAss, using chemical and thermal denaturation procedures. 
Urea denaturation curves typically provide two important parameters: 
(1) an estimation of ΔGAss in the absence of urea (ΔG°Ass) and (2) the 

http://www.nature.com/naturechemistry


Nature Chemistry

Article https://doi.org/10.1038/s41557-022-01127-4

of preorganized structures in the disassembled state of a nanosystem 
could impact the regulation of its assembly. As preorganized structures 
reduce the availability of some interactions, we hypothesized that they 
could also prevent, or enable, the interaction or binding with other 
external molecules. To highlight this feature, we designed a comple-
mentary DNA strand that binds specifically both hairpin domains  
(Fig. 1d). We found, indeed, that the 1C system cannot be inhibited by 
this classic complementary DNA inhibitor due to the low accessibility 
of the nucleotides locked in the preorganized hairpins. In contrast, 
the 2C and 3C systems are increasingly more sensitive to the inhibi-
tor because they have more exposed surfaces in their disassembled 
states (higher m value), thus displaying a better ability to develop more 
regulatory mechanisms.

Effect of number of nanosystem components on assembly 
mechanism
We then determined the impact of varying the number of nanosystem 
components on their assembly mechanisms. The assembly mechanism 
of unimolecular nanosystems, such as the folding of DNA39 or protein42 
structures, can take place in milliseconds to hours and is generally hard 
to programme as it mostly depends on the complexity of their struc-
tures43. Some proteins, for example, start folding co-translationally as 
soon as they reach the ribosomal exit tunnel, while other unimolecular 
systems remain under kinetic control44–47. Unimolecular nanosystems, 
nonetheless, need to fold into their native structure to fulfil their func-
tions47 and their activity generally varies linearly with their concen-
tration (that is, a higher yield of synthesis leads to a higher activity). 

Typical strategies for regulating these systems generally require the 
help of external molecules, such as allosteric effectors that will reduce 
(inhibitor) or enhance (activator) their activity48. In contrast, the assem-
bly of the dimeric 2C system can be regulated by tuning the concentra-
tion of one of its components (herein called A), resulting in a classic 
dose–response behaviour (Fig. 2a) with two programmable parameters: 
(1) the midpoint or [A]50%, that is, the concentration at which 50% of 
the system is assembled, and (2) the cooperativity of the response or 
dynamic range (DR), that is, the broadness of the transition, defined as 
the change in [A] required to provide a change in response from 10% to 
90% (DR = [A]90%/[A]10%). For example, when the 2C system assembles 
in the presence of a low concentration of one of its components (for  
example, [B] = 1 nM < KD

AB, the dissociation constant of AB; Fig. 2a, lightest  
blue curve), its [A]50% remains constant and equal to the dissociation 
constant of the system ([A]50% = KD

AB = 5.6 ± 0.5 nM). In such cases, the 
DR of the assembly is approximately 81-fold (DR = 69 ± 12-fold). On the 
other hand, in a saturation regime, that is, when the concentration of 
component B exceeds KD

AB, [A]50% increases linearly with [B] (0.5 × [B]), 
indicating a 1:1 binding regime (Fig. 2c, left)49. In such situations, the 
observed transition becomes more ‘cooperative’, and the DR is reduced 
by up to ninefold (Fig. 2c).

The assembly of the trimeric 3C system displays even more pro-
grammability by enabling assembly over a wider range of concen-
trations. For instance, varying the concentration of components B 
and C at levels lower or higher than the dissociation constant of the 
dimer BC (KD

BC = 41 ± 23 nM; Supplementary Fig. 7) allows their level 
of preorganization to be tuned (that is, [BC]). For example, when the 
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Fig. 1 | Thermodynamic and kinetic characterization of a nanosystem 
built with one, two or three molecular components. a, A simple DNA-based 
self-assembled ‘three-way junction’ nanosystem containing three arms made 
of ten base pairs (bp) consisting of five AT and five GC. The 2C and 3C systems 
were obtained through fragmentation by removing either one (2C) or two (3C) 
thymine loops. All assemblies were monitored using fluorescently labelled  
DNA strands (the yellow circle represents the fluorophore moiety FAM 
(fluorescein, F) and the black circle represents the quencher moiety BHQ-1 (black-
hole quencher-1, Q)), and the data were normalized accordingly (see Methods). 
b, Thermodynamic analysis of nanosystem assembly using urea equilibrium 
denaturation curves (see also Extended Data Fig. 2 for the thermal denaturation 
curves). The free energy of assembly (ΔG°Ass) and the m values, which reflect  
the amount of surface area exposed to solvent upon disassembly, increase with 
the number of components (see Supplementary Figs. 1 and 2 for raw data and 

Table 1 for the values). The lower m values and energies of assembly of the 1C and 
2C systems can be attributed to preorganized structures (hairpins) that remain in 
the disassembled state (see a and Supplementary Fig. 3). The data and errors are 
presented as the values obtained from a nonlinear regression (n = 1). The data for 
1C, 2C and 3C nanosystems are indicated in black, blue and green, respectively, in 
all panels. c, Increasing the number of components reduces the rate of assembly 
(top) but does not affect the rate of disassembly at 10 M urea (bottom). Of note, 
the assembly parameters (ΔG°Ass and m values) extracted from the urea kinetic 
traces (Extended Data Fig. 3) are within the experimental error of the values 
determined by equilibrium experiments (Supplementary Table 1). d, Increasing 
the number of components reduces the presence of preorganized structures, 
which facilitates the creation of a regulation mechanism via competitive 
inhibitors.
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concentrations of B and C are higher than KD
BC, the dimer preforms in a 

state similar to that of the 2C system, and the 3C system consequently 
behaves similarly to the 2C system (that is, a cooperative DR of ninefold 
with [A]50% equal to 0.5 × [B]; Fig. 2a,b, darker curves, and Fig. 2c). In 
contrast, for concentrations of B and C lower than KD

BC, the system is 
not preorganized (that is, B and C remain dissociated) and the assembly 
displays a much higher [A]50% and a broader DR because the assembly 
proceeds directly from the monomers to the trimer without forming 
dimeric intermediates (Supplementary Fig. 8). For example, at 1 nM 
B and 1 nM C (Fig. 2b, lightest green curve), the 3C system displays a 
[A]50% of 76 ± 48 nM (compared with 5.6 ± 0.5 nM for 2C) with a broad 
anticooperative DR close to 729-fold (compared with 81-fold for 2C;  
Fig. 2c). These assembly behaviours of the 2C and 3C systems are also 
well modelled by numerical simulations (Extended Data Fig. 4).

Including more components in the assembly process helps to 
optimize the assembly profile and therefore conveniently tunes [A]50% 
and DR. For example, simply increasing the ratio between components 
B and C (R = [C]/[B]) shifts the assembly profile from anticooperative 
behaviour to a typical 81-fold DR (for example, from DR = 383 ± 62 
to DR = 57 ± 25) without affecting [A]50% (Fig. 2d, left). This provides 
a useful strategy for specifically programming either [A]50% or the 
DR independently. Alternatively, the assembly profile of a 3C system 
can be optimized by tuning the component B and C preorganization 
levels (that is, [BC]), which can be readily achieved by changing the 
temperature (Fig. 2d, middle) or through specific mutations (Fig. 2d,  
right). For example, increasing the temperature to 45 °C destabilizes 
the preorganized BC dimer by one order of magnitude (KD

BC increases 
from 41 ± 23 to 547 ± 254 nM; Supplementary Fig. 7), thereby shift-
ing [A]50% and the DR profiles to the same extent. Decreasing the 

temperature to 30 °C has the opposite effect (KD
BC decreases from 

41 ± 23 to 3.8 ± 2.4 nM; Supplementary Fig. 7). Mutations can also be 
used to achieve a similar level of programmability. For example, when 
destabilizing the duplex hairpin by inserting one mismatch at each 
extremity (KD

BC increases from 41 ± 23 nm to 3.3 ± 2.3 μM; Supplemen-
tary Fig. 7), the [A]50% and DR profiles also shift to higher concentrations. 
Of note, the high preorganization of components B and C can help to 
mitigate the effects of perturbing mutations. For example, when using 
B and C at 1,000 nM, the wild-type and mutant show similar [A]50% values 
(372 ± 22 versus 349 ± 42 nM) and DR (10 ± 1 versus 10 ± 2). We also used 
our numerical simulations to gain insights into a system that can be 
potentially divided into more than three molecular components. For 
example, when having four molecular components, the [A]50% of the 
nanosystem follows a steeper bell-shaped trend than the 3C system, 
while the DR shifts from 9, at high concentration of components, to 
a much broader DR of 6,561 at low concentration of components (see 
Supplementary Fig. 12 for more details). Overall, these results demon-
strate that the process of assembling nanostructures made from more 
than two components can be programmed to have substantially more 
diverse regulatory profiles than a structurally similar 1C or 2C system.

Effect of mutations on assembly
Specific mutations can have an even more drastic impact on the assem-
bly profile of a 3C system. While the assembly of a 2C system consists of 
the simple dimerization of two monomers, that of a 3C system involves 
the assembly of multiple dimeric intermediates before the formation 
of the trimeric structure (Fig. 3a, top). We thus explored whether muta-
tions that specifically affect the stability of the trimeric three-way junc-
tion (ΔG°Tri), without affecting the stability of the dimeric intermediates 
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Fig. 2 | The assembly of a nanosystem becomes more programmable 
(regulable) as its number of components increases. a,b, Programming the 
assembly ([A]50% and DR) of the 2C (a) and 3C (b) systems by increasing [A]. 
Assembly was performed at different fixed concentrations of strand B (2C) 
or strands B and C (3C). c, For the 2C system, as the concentration of strand B 
increases, the [A]50% of the 2C system also increases from 5.6 to 516 nM (left), 
while its DR decreases from 81- to 9-fold (right). For the 3C system, as the 
concentrations of both strands B and C increase similarly, the [A]50% of the 3C 
system shows a more complex relationship, changing from 92 to 18 to 372 nM 
(left), and its DR decreases from 729- to 9-fold (right). d, The assembly profile of 
the 3C nanosystem can be further programmed by varying the concentration 
ratio of components B and C (left), changing the temperature (middle) or 
introducing destabilizing mutations into the duplex arms (right). The [A]50% 

and DR data shown in the dotted boxes in the lower plots are extracted from the 
experimental curves presented above (see Supplementary Figs. 9–11 for the 
rest of the data). All dose–response curves were fitted using the Hill equation, 
while the [A]50% and DR data were fitted using equations derived from the 2C and 
3C models. The experimental conditions were optimized to capture the entire 
assembly process over the experimentally allowed five orders of magnitude 
of [A]. The data and errors in c and d are presented as the values obtained from 
the nonlinear fitting (n = 1). The dashed line in panels c and d of the [A]50% versus 
concentration plot represents half the concentration of fixed component used 
in the assay (0.5 × [B]) while the dashed line in panels c and d of the DR versus 
concentration plot represents the upper and lower limits of the 2C system  
(81 and 9) and the 3C system (729 and 9), respectively.
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(ΔG°Dim), could provide a novel avenue for diversifying functionality. 
We introduced simple insertion or deletion mutations at the junction 
between the duplex arms by either decreasing the spacer length from 
two thymines (2T, wild-type) to none (0T, deletion) or by increasing it to 
four thymines (4T, insertion)50,51. Using thermal denaturation (Fig. 3a,  
top, and Extended Data Fig. 5), we confirmed that these mutations do 
not affect the stability of the dimeric intermediates, but decrease the 
trimeric stability by 3.6 ± 0.6 kcal mol−1 (4T) and 6.3 ± 1.1 kcal mol−1 
(0T). These mutations drastically impact the assembly profile of the 
3C system, despite having no effect on the assembly of the structur-
ally similar 2C system (Fig. 3b, left). While the most stable 2T trimeric  
system assembles in a highly cooperative manner (DR = 21 ± 5), the 
mildly destabilized 4T system displays less cooperative assembly 
(DR = 73 ± 18), whereas the most destabilized 0T system assem-
bles via a novel self-inhibited profile (‘none-all-none’ mechanism52;  
Fig. 3b, right). In this self-inhibitory profile, the percentage of assem-
bled trimer increases from 10% to 70% when [A] is increased from  
5 to 200 nM and then decreases to 10% when [A] is further increased to 
10 μM (DR = 2,000-fold, see also how to programme this self-inhibitory 
DR in Extended Data Fig. 6). This mechanism occurs when the stability 
of the trimeric system is similar to that of the dimeric intermediate 
(for example, for the 0T system, ΔG°Tri − ΔG°Dim = −2.0 ± 1.1 kcal mol−1).  
In such cases, the formation of dimeric intermediates becomes ther-
modynamically favoured at higher [A] (see Extended Data Fig. 7 for 
proof of the mechanism). In contrast, the same mutations have no 
effect on the assembly profile of the 2C system because they do not 
sufficiently destabilize the 2C system and its KD to affect its assembly 
profile. Taken together, these results demonstrate that in addition to 
permitting novel regulation mechanisms, trimeric assemblies are also 
much more sensitive to small perturbations or mutations than their 
dimeric counterparts.

Kinetic control over assembly
While the regulatory mechanisms discussed above all take place at 
equilibrium, the assembly of nanosystems with multiple components 
can also be controlled by kinetics21,53,54. As mentioned previously, uni-
molecular systems (1C) typically fold rapidly unless misfolding occurs16. 

Increasing the number of components to two can easily programme 
the assembly rate by exploiting the law of mass action. For example, 
increasing the concentration of A from 100 to 600 nM with a low con-
centration of B (10 nM) increases the observed assembly rate (kobs) 
sixfold (Fig. 4a, left). For the 3C system, however, mixing an excess 
of component A (100–600 nM) with lower concentrations of B and 
C (10 nM) traps these two components in the non-functional dimeric 
intermediates AB and AC (Fig. 4a, right). Dissociation of these dimers 
is then required to enable trimer formation by the slow association 
of the formerly sequestered components B and C, thus resulting in 
biphasic kinetics. We confirmed that the fastest phase, kDim, represents 
the formation of dimers AB and AC, given their linear dependency on 
the concentration of monomer A. In contrast, the slowest phase, kTri, 
represents the formation of the trimer and is rate-limited by the forma-
tion of the productive dimer BC, thus explaining its insensitivity to the 
concentration of component A.

The kinetic analysis (Fig. 4a) and numerical simulations (Supple-
mentary Figs. 13 and 14 and Extended Data Fig. 8) of trimeric assembly 
through the formation of dimeric kinetic traps provide strategies for 
precisely programming the assembly rate of nanosystems. For instance, 
simply increasing [A] can increase the rate of formation (activation) 
and the percentage of the transient intermediates AB and AC without 
affecting the trimer assembly rate (Fig. 4b, left). In contrast, increasing 
[B] and [C], and therefore their level of preorganization, can increase 
the trimer assembly rate (Fig. 4b, middle). Notably, increasing the rate 
of trimer formation also decreases the percentages of the transiently 
formed dimeric intermediates AB and AC, and specific mutations have 
similar effects (Fig. 4b, right, and Supplementary Fig. 17). For example, 
a mutation specifically destabilizing the transient intermediates AB 
and AC prevents the formation of these dimers without substantially 
affecting the rate of trimer formation, and kTri is reduced by only fivefold 
(Fig. 4b, right, top). On the other hand, a mutation specifically desta-
bilizing the productive BC intermediate traps the nanosystem into the 
AB and AC dimers and prevents trimer formation (Fig. 4b, right, bot-
tom). Similar trends and regulatory opportunities were also observed 
for nanosystems built with more than three molecular components. 
Numerical simulations of a nanosystem built with four components, for 
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example, revealed more assembly pathways, leading to a greater variety 
of programmable time-dependent activation/deactivation profiles (see 
Supplementary Fig. 18 for more details). Having more components, 
however, can also increase the opportunities to form unwanted and 
harmful intermediate assemblies. All these results exemplify that build-
ing a nanosystem with multiple molecular components can generate 
programmable time-dependent nanosystems by exploiting the law 
of mass action and simple kinetic traps. Such time-dependent nano-
systems are present in various biochemical processes, such as signal 
transduction, protein synthesis and the cell cycle, and will likely have 
promising applications in future self-regulated nanotechnologies55–57.

Effect of fragmentation on functionality of a catalytic 
nanosystem
In this study, our three-way junction served as a convenient synthetic 
toolkit to quantitatively evaluate the impact of fragmentation and the 
number of components on the functionality of a nanosystem, and the 
extent to which this impact can be harnessed to create novel regula-
tory mechanisms. To test the generality and predictability of these 
findings, we used these rules to programme the catalytic activity of 
NaA43, a sodium-specific RNA-cleaving DNAzyme previously used as 
a sensor to monitor the sodium concentration inside cells58. We first 
measured the apparent activity of NaA43 and determined an apparent 
Michaelis constant, KM

App, of 11 ± 1 nM, corresponding to approximately 
half of the DNAzyme concentration used in our assay (30 nM), and a 
DR of 11 ± 4 (Fig. 5a, left). We also estimated KD

DNAzyme, the dissociation 
constant for the substrate and DNAzyme, to be in the femtomolar range 
(Supplementary Fig. 19), which confirms why this DNAzyme/substrate 
system operates in the saturation regime ([DNAzyme] > KD

DNAzyme; see 
also Fig. 5a, left). We then enabled this catalytic nanosystem to evolve 

artificially by splitting the DNAzyme into two halves at the extremity of 
its loop (Fig. 5a, right). This modification still yields a functional DNA-
zyme despite a 36 ± 2% reduction in catalytic activity (Supplementary 
Fig. 20). We first explored the effect of DNAzyme concentration on the 
activity of this fragmented DNAzyme. At a high concentration of DNA-
zyme components (1 μM), which ensures high preorganization, [A]50% 
remains close to half the concentration of the DNAzyme (778 ± 53 nM) 
with a ‘cooperative’ DR of 12 ± 3). In contrast, as predicted by our model 
(Fig. 4b), using a low concentration of DNAzyme components (that 
is, 30 nM) produces a kinetic trap, which can be used to programme 
a substrate inhibition regulatory mechanism (that is, ‘none-all-none’ 
regulation), where both DNAzyme components become seques-
tered into non-functional dimers at high substrate concentrations  
(Supplementary Fig. 21).

The function of this fragmented catalytic system can be further  
optimized through single point mutations. For example, when 
implementing a stabilizing mutation in the loop of the fragmented 
DNAzyme that increases its preorganization level (A → C, blue strand  
Fig. 5b), we increased the activity level by 25 ± 1% while maintaining the 
self-inhibition mechanism. In contrast, when implementing a muta-
tion that destabilizes the kinetic trap (G → C, green strand, Fig. 5b), we 
disrupted the self-inhibition mechanism at the cost of reduced activ-
ity (53 ± 2% slower). On combining these two mutations, we obtained 
a nanosystem that displays both high activity and no self-inhibition 
mechanism. Interestingly, these two point mutations alone were able to 
shift the KM value of the trimeric system back to the value of the original 
uncut DNAzyme (14 ± 2 versus 11 ± 1 nM) while displaying a broader DR 
(78 ± 33 versus 12 ± 3). Interestingly, none of these mutations impacted 
the catalytic activity of the native 2C system (Fig. 5b, left). These experi-
ments illustrate how fragmented nanosystems are more affected by 
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Fig. 4 | Programming the assembly of trimeric nanosystems over time by 
exploiting dimeric kinetic traps. a, For the 2C system, at a low concentration 
of monomer B (10 nM), the addition of an excess of monomer A (100 to 600 nM) 
results in increasingly faster single-phase kinetics (left). For the 3C system, at 
low concentrations of monomers B and C (10 nM, mainly unbound), the addition 
of an excess of monomer A (100–600 nM) results in slower biphasic kinetics 
due to the sequestration of monomers B and C in the dimeric intermediates AB 
and AC. Trimer formation then proceeds through a slow component-exchange 
mechanism limited by the availability of free components B and C (right).  

b, Tuning the concentration of A can programme the rate of formation 
(activation) and the percentage of dimers formed without affecting the rate of 
trimeric assembly (left). Increasing the concentrations of B and C, and thereby 
increasing their level of preorganization, can increase the rate of trimer assembly 
and decrease the percentage of transiently formed dimers (middle). Mutations 
specifically destabilizing the dimeric intermediates AB and AC (top) or the 
productive intermediate BC (bottom) prevent dimeric intermediate and trimer 
formation, respectively (right). WT, wild-type; MT, mutant. See Supplementary 
Figs. 15–17 for the raw data for b.
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single point mutations or chemical modifications and, therefore, are 
more programmable than their unfragmented counterparts.

Fragmentation of this catalytic system into a 3C nanosystem 
also enabled us to programme its activity over time by either increas-
ing the amount of productive dimer or by favouring the kinetic trap. 
The activity of the fragmented DNAzyme, for example, can be easily  
tuned by increasing the concentration of its components (that is, 
favouring the productive dimer; Fig. 5c, top). At a high level of the 
productive dimer, this catalytic 3C system shows a fast kinetic profile 
that behaves similarly to the 2C system. Its activity can be reduced by 
decreasing its preorganization level using a lower concentration of 
DNAzyme components (Fig. 5c, top, light green). The catalytic activity 
of the nanosystem can also be delayed by increasing the concentration 
of the dimeric trap (Fig. 5c, bottom). By sequestering both DNAzyme 
components in a complex with the substrate (that is, each DNAzyme 
fragment is first put in contact with the substrate), we can delay the 
catalytic activity by up to 46 min. Such kinetically programmed func-
tional assemblies are also often employed in biological assembly. For 
example, compartmentalization can be used to organize the stepwise 
interaction of components to avoid misassembly59, while kinetic traps 
are employed to delay the recruitment of protein units to control 
specific functions over time60. It is also interesting to note that a simi-
lar kinetics profile and level of programmability can be achieved by 
increasing the number of components through the addition of an 
extra DNA strand (Supplementary Fig. 24 and Extended Data Fig. 9)61. 
Overall, these results exemplify the simplicity and efficiency of the 
fragmentation strategy to programme and optimize the function 
of complex nanosystems by increasing the number of components 
involved in their assembly.

Discussion
Here, we have demonstrated how the functionalities of nanosys-
tems can simply be optimized by dividing their structures into  
multiple components. We first demonstrated that despite its  
lower assembly rate, our model 3C system undergoes a more global  
and cooperative assembly transition with fewer preorganized  
structures, which facilitates the creation of novel functionalities  
(for example, a complementary DNA inhibitor; Fig. 1d). Another advan-
tage of systems with more components, such as the 3C nanosystem,  
is their ability to be programmed to permit assembly using both a  
‘cooperative’ and an anticooperative process (Fig. 2). We also showed 
that 3C systems, in contrast to 2C systems, are more sensitive to  
mutations and can be readily tuned to exhibit self-inhibition  
mechanisms (Fig. 3) as well as time-dependent activation/deacti-
vation mechanisms (Fig. 4). All these complex regulatory profiles  
(at equilibrium or over time) are readily accessible by simply  
fragmenting an existing self-assembled nanosystem into multiple 
components. We further demonstrated and validated the simplicity 
and usefulness of this strategy by artificially evolving the functionality 
of a more complex catalytic nanosystem that possesses RNA-cleaving 
activity (Fig. 5).

The fragmentation strategy can be easily implemented in nucleic 
acid-based nanosystems and could also be employed to create novel 
functionalities in proteins given their similar self-assembled charac-
teristics39,62. Experts in DNA/RNA nanotechnology, for example, have 
exploited split aptamers to improve the properties of DNA/RNA-based 
sensors and therapeutics26,63. Similarly, proteins can also sustain frag-
mentation into multiple molecular components by folding back into 
their native conformation27,28,64–67. Indeed, multiple protein-fragment 
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Fig. 5 | Programming novel regulatory mechanisms in a complex catalytic 
nanosystem through fragmentation. a, The NaA43 cleaving DNAzyme58 
displays a [A]50% of 11 ± 1 nM at 30 nM DNAzyme and a DR of 11 ± 4, consistent 
with a saturation regime (left). Creating a trimeric assembly by fragmenting 
the DNAzyme can create a kinetic trap at a low concentration of DNAzyme 
(30 nM), leading to high sequestration of dimer intermediates and lower activity. 
However, preorganization of the productive dimer using a higher concentration 
of its component (1 μM) results in the system displaying a normal saturation 
regime profile ([A]50% = 778 ± 53 nM and DR = 12 ± 3; right). b, Single point 
mutations that do not affect the catalytic activity of the native 2C system (left) 
have a drastic impact on the catalytic activity of the 3C system (right). A mutation 
stabilizing the productive dimer (mutation 1) enables the catalytic activity to be 

increased, while a mutation destabilizing the dimeric trap (mutation 2) enables 
self-inhibition to be disrupted at the cost of reduced catalytic activity. c, The 
catalytic activity of this trimeric nanosystem can be programmed by exploiting 
dimeric kinetic traps that allows precise control of the rate of the reaction (V) 
over time. Increasing the concentration of the productive intermediate of 
the 3C system enables the initial rate of the reaction (V0) to be programmed 
(top). Increasing the concentration of the kinetic trap components enables 
the activation of the catalytic function to be delayed by a certain amount of 
time (τdelay) which also affects the half-life of the catalysis (τ50%) (bottom). The 
catalytic rates were obtained using the derivatives of the fitted kinetic traces of 
product generation. See Supplementary Fig. 22 for the raw data for a and b, and 
Supplementary Fig. 23 for the raw data for c.
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complementation assays have been developed using such artificial 
dimeric proteins, and even a trimeric protein66, to study and control 
biological systems28. Additionally, computational design strategies 
have recently been developed to identify the cutting site in proteins and 
to optimize the reconstitution of various fragments through specific 
mutations27,67,68. Although these studies demonstrated the flexibility 
of self-assembled protein nanosystems to sustain fragmentation, no 
studies, to the best of our knowledge, have highlighted, or even sug-
gested that a fragmented nanosystem displays more ability to acquire 
novel regulation mechanisms. We believe that this fragmentation strat-
egy, which simply consists of cutting an already existing nanosystem 
into multiple fragments, is also conceptually easier to perform than 
designing, from scratch, additional components that can interact and 
regulate the function of a nanosystem. Given the apparent simplicity 
of fragmenting a nanosystem, we anticipate that this strategy may 
represent an efficient alternative to engineering allosteric regulatory 
mechanisms to programme and create novel regulatory functions in 
self-assembled systems69.

Engineering complex self-regulatory mechanisms using multiple 
components provides a programmable and quantitative chemical strat-
egy for developing and optimizing the function of any self-assembled 
nanosystem with applications ranging from biosensing to chemical 
computing and drug delivery. For example, current strategies for nar-
rowing the DR of sensors typically employ allosteric mechanisms70,71, 
while strategies for extending the DR combine two or multiple sensors 
with different affinities72–76. In contrast, here, we illustrated how a DNA 
sensing nanosystem can be programmed with a narrow (9-fold) or 
extended (729-fold) DR by simply building it with three components. 
This ability to tune the DR is also useful for programming and opti-
mizing the responses of molecular logic gates such as all-or-none or 
none-all-none responses (Fig. 3b, right)77, a regulatory mechanism 
observed in many cellular functions78. A 3C system may also help to 
maintain drug concentrations within a specific therapeutic window. 
Nature, for example, employs various substrate inhibition strategies 
analogous to that presented in Fig. 5a to maintain the levels of crucial 
product metabolites despite large variations in substrate concentra-
tion79,80. Finally, a 3C system with programmed kinetic traps enables 
the time-specific activation and deactivation of various active bio-
molecules, leading to flexible and custom disease treatment strategies 
(Fig. 5c)81,82.

In addition to providing new strategies to optimize complex 
self-regulated nanosystems, we believe that the thermodynamic and 
kinetic principles described herein will contribute to better under-
stand the advantages of natural protein complexes. Indeed, it has  
been demonstrated that natural evolution has exploited fragmenta-
tion strategies to evolve the function of its various nanosystems83–85.  
Our findings now demonstrate that, in addition to being regulated 
through different independent promoters (for example, an ‘AND’ 
logic gate)86, protein assemblies can additionally be regulated through  
the creation and optimization of various mechanisms (for exam-
ple, cooperativity, anticooperativity, self-inhibition and molecular  
timer). Given that more than 55% of all proteins in living organ-
isms are multimeric8, it will be interesting to explore whether the 
functional gains of these protein complexes have simply emerged  
from the advantages derived from being built with more compo-
nents87. Answering this question remains challenging, however, given  
that multimeric proteins have evolved and diverged over billions of 
years, making their direct comparison quite difficult8,87,88. In perspec-
tive, the ability of fragmented nanosystems to self-assemble through a 
myriad of weak intermolecular forces and acquire new functionalities 
remains surprising, if not amazing. This may well represent a unique 
feature of self-assembled nanosystems because such a strategy is 
unlikely to be useful in macroscale human-designed technologies, 
where components are typically held together by screws, glue or  
by welding.
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Methods
Fluorescent experiments
Urea titration curves. Urea titration curves were measured following 
a method developed by our laboratory38. We first prepared a 900 μl 
solution of the DNA-based system of interest in 10 M urea-buffered 
solution (10 mM NaH2PO4, 40 mM NaCl, pH 7.00). We then sequen-
tially diluted this solution with a buffered solution containing the 
same concentration of the DNA-based system but without the urea. 
Each sample was equilibrated for 2 min before recording the fluores-
cence (Cary Eclipse, Agilent). The unimolecular system (ADiss ⇌ AAss) 
was titrated using a concentration of 10 nM of fluorescent DNA strand 
and fitted using equation (1). The bimolecular system (A + B ⇌ AB) was 
titrated using a concentration of 10 nM of fluorescent DNA strand 
and 100 nM of the quencher DNA strand (tenfold excess) and fitted 
using equation (2). The trimolecular system (A + B + C ⇌ ABC) was 
titrated using a concentration of 10 nM of fluorescent DNA strand 
and 100 nM of the quencher and unlabelled DNA strands (tenfold 
excess) and fitted using equation (3). In equations (1)–(3), F is the 
fluorescence signal, F°Ass and F°Diss are the intrinsic fluorescence of the 
assembled and disassembled states, σAss and σDiss are the urea depend-
ency of the fluorescence signals of the assembled and disassembled 
states, [U] is the concentration of urea, ΔG°Ass is the Gibbs free energy  
of assembly in the absence of urea, m is the m-value, [DQ] and [DUn] 
are the concentrations of the quencher and unlabelled DNA strands 
(which are in tenfold excess), T is the temperature and R is the gas 
constant.

F =
(F∘Ass + σAss [U]) + (F∘Diss + σDiss [U]) × e−

(ΔG∘Ass−m[U])

RT

(1 + e−
ΔG∘Ass−m[U]

RT )
(1)

F =
[DQ] × (F∘Ass + σAss [U]) + (F∘Diss + σDiss [U]) × e−

(ΔG∘Ass−m[U])

RT

([DQ] + e−
ΔG∘Ass−m[U]

RT )
(2)

F =
[DQ] × [DUn] × (F∘Ass + σAss [U]) + (F∘Diss + σDiss [U]) × e−

(ΔG∘Ass−m[U])

RT

([DQ] × [DUn] + e−
ΔG∘Ass−m[U]

RT )
(3)

Temperature melting curves. Thermodynamic constants 
were calculated from temperature melting curves according to  
Owczarzy and co-workers89. The melting curves of all complexes 
were measured at different concentrations using a fluorimeter (Cary 
Eclipse, Agilent). All samples were heated to 90 ˚C at 10 ˚C min−1, 
held for 2 min, then cooled to 20 ˚C at 10 ˚C min−1 and held for 10 min 
before recording the melting curve from 20 to 90 ˚C at 0.8 ˚C min−1. 
The melting temperature, Tm, was extracted from the derivative of 
the melting curve (dF/dT), which displays a ‘bell-shape’ curve. The 
maximum of the dF/dT plot was evaluated from Gaussian distribu-
tion fitting. The change in enthalpy, ΔH, and change in entropy, ΔS, 
were determined by linear regression using equation (4), enabling 
the calculation of ΔG. For all experiments, the concentration of 
the monomer with a fluorophore (denoted A) was kept constant 
at 1 μM for ΔG°Dim measurement and at 0.1 μM for ΔG°Tri measure-
ment, while the concentration of the other monomer containing the 
quencher (denoted B) was varied between 5 and 200 μM for ΔG°Dim 
measurement and between 0.5 and 20 μM for ΔG°Tri measurement. 
In equation (4), [A]T is the total concentration of strand A and [B]T is 
the total concentration of strand B.

1
Tm

= R
ΔH ln ([B]T −

[A]T
2 ) + ΔS

ΔH (4)

Binding curves. To measure the binding curves, appropriate dilu-
tions were made such that the volume of the probe solution (strand 
containing the fluorophore) was always 900 μl. The probe solution 
contained either one strand (for the 2C system, denoted B) or two 
strands (for the 3C system, denoted B and C). To this solution, a small 
volume of titrant (strand with a quencher, denoted A) was added 
and the fluorescence was recorded with a fluorimeter (Cary Eclipse, 
Agilent) after 20 min of equilibration. The total volume of titrant 
added to the probe solution was kept below 5% to avoid high dilu-
tion of the probe. We could then assume that the concentration of 
the probe remained approximately constant over the titration. The 
titration curve was then fitted using the Hill equation (5), where Kobs 
is the observed dissociation constant (or the concentration at which 
50% of the probe was bound, also denoted [A]50%), nH is the Hill factor  
(an indicator of the cooperativity enabling the calculation of the 
DR70), F is the fluorescence signal, Bsl is the baseline fluorescence and  
Amp is the amplitude, or change in the fluorescence upon the  
binding of strand A. The dependency of Kobs and the DR on the con-
centration of the probe is described in detail in the Supplementary 
Information.

F = Bsl + Amp [A]nH

KnH
obs + [A]nH

(5)

Kinetic experiments. For fast kinetics (<30 min), appropriate dilu-
tions were made and solutions of A and B were rapidly mixed using a 
stopped-flow instrument coupled with a fluorimeter (SX20, Applied 
Photophysics). Slower kinetics (>30 min) were recorded using a 
standard fluorimeter (Cary Eclipse, Agilent). A small volume of solu-
tion A was added with a pipette to a cuvette containing solution B and 
manually mixed using the same pipette. Oil was deposited on top of 
the solution to avoid water evaporation over the long kinetic measure-
ment. DNA hybridization follows second-order kinetics: A + B ⇌ AB, 
where A and B are single-stranded DNA and AB is the duplex formed 
from these two strands90. Pseudo-first-order kinetics were achieved 
using at least a tenfold excess of strand A. The kinetic traces were 
then fitted using exponential equation (6), where F is the fluores-
cence signal, Bsl is the baseline fluorescence, Amp is the amplitude, 
or change in fluorescence upon binding, t is the time and kobs is the 
observed first-order rate constant. The relationship between kobs 
and the concentration of A was linear, enabling the measurement 
of the rate constants for association (kass) and dissociation (kdiss). 
Second-order kinetics were achieved using equimolar concentrations 
of A and B ([A]T = [B]T). This system acts like a dimerization reaction 
(that is, 2A ⇌ A2) and can thus be fitted using equation (7), where [A]T 
is the total concentration of strand A and kobs is now the observed 
second-order rate constant.

F = Bsl + Amp × e−kobst (6)

F = Bsl + Amp × 1
1 + 2 [A]T kobst

(7)

The trimeric association follows the reaction A + B + C ⇌ ABC, 
where A, B and C are single-stranded DNA and ABC is the three- 
way junction formed from these strands. When measuring the  
assembly, we used at least a tenfold excess of molecule A in buffer. 
which was rapidly mixed using a stopped-flow instrument coupled 
with a fluorimeter (SX20, Applied Photophysics) with a solution of  
B and C in water (to avoid pre-association of B and C). Data were  
fitted using a combination of pseudo-first-order and second-order 
kinetics (equation (8)), where Amp1 is the amplitude of the first  
phase (that is, pseudo-first-order kinetic), Amp2 is the amplitude  
of second phase (that is, second-order kinetic), kobs,1 is the observed 
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rate constant of the first phase and kobs,2 is the observed rate constant 
of the second phase.

F = Bsl + Amp1 × e−kobs,1t + Amp2 ×
1

1 + 2 [A]T kobs,2t
(8)

Native polyacrylamide gel electrophoresis experiments
Appropriate dilutions of unlabelled DNA solutions were made such that 
the concentration of strands B and C was kept at 1 μM and the concentra-
tion of strand A was varied from 30 nM to 100 μM. Solutions were then 
mixed in a 5:1 ratio with the 6× loading buffer (2.5 mg ml−1 bromothymol 
blue, 2.5 mg ml−1 xylene cyanol FF and 30% glycerol in water). A 15% 
polyacrylamide gel was hand cast following the Bio-Rad protocol and 
incubated in the running buffer (0.5× Tris/Borate/EDTA buffer (TBE) con-
taining 5 mM MgCl2) for 1 h. Then, 10 μl of samples were run for 90 min at 
120 V using the Mini-PROTEAN Tetra cell electrophoresis unit (Bio-Rad) 
and the Bio-Rad PowerPac Basic power supply. Gels were stained with a 
0.5× solution of GelRed (Biotium) for 10 min and analysed on a ChemiDoc 
XRS+ imaging system (Bio-Rad). The band intensity was then integrated 
to evaluate the amount of assembled DNA-based systems.

Reporting summary
Further information on research design is available in the Nature  
Portfolio Reporting Summary linked to this article.

Data availability
The data supporting the findings of this study are available within the 
paper and the Supplementary Information. The datasets generated 
and/or analysed during the study are also available from the corre-
sponding author upon reasonable request. Source data are provided 
with this paper.

Code availability
The equations and examples of the codes used for the simulations 
are described in the Supplementary Information. The MATLAB codes 
used to perform the numerical simulations of the equilibrium binding 
experiments and the kinetic traces are also available from the corre-
sponding author upon reasonable request.
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Extended Data Fig. 1 | Nupack analysis of our DNA based nanostructures. 
(a) The 1C system displays a predicted free energy (ΔG°Ass) of −22.94 kcal·mol−1 
while its preorganized loops, which cannot be unfolded using urea (Fig. S2), 
show a predicted ΔG°Ass of −17.25 kcal·mol−1. The subtraction of both leads 
to a free energy of assembly (ΔG°Ass) of −5.69 kcal·mol−1. (b) The 2C system 
displays a predicted ΔG°Ass of −25.55 kcal·mol−1 while its preorganized loop has a 
predicted ΔG°Ass of −8.17 kcal·mol−1. The subtraction of both leads to a ΔG°Ass of 
−17.38 kcal·mol−1. (c) The 3C system displays a ΔG°Ass of −28.16 kcal·mol−1.  

(d) All ΔG°Ass predicted by NUPACK are in good agreement with the 
experimentally derived values and correlate with the number of base pairs 
involved in the transition. Of note, NUPACK seems to overestimate the ΔG°Ass 
of the 2C system and the 3C system. This is not unusual as similar discrepancies 
were observed for the urea denaturation of DNA-DNA complexes38. Data and 
errors are presented as the values obtained from the non-linear regression of the 
denaturation experiments (see Fig. S1, Extended Data Fig. 2 and Extended Data 
Fig. 3) (n = 1).

http://www.nature.com/naturechemistry


Nature Chemistry

Article https://doi.org/10.1038/s41557-022-01127-4

0

20

40

60

80

100

30 40 50 60 70 80

Fl
uo

re
sc

en
ce

 (a
.u

.)

Temperature (˚C)

-30

-25

-20

-15

-10

-5

0

5

20 40 60 80

Δ
G

A
ss

  (
kc

al
·m

ol
-1

)

Temperature (˚C)
30 50 70

b)a)

23˚C

-1.0

-0.5

0.0

0.5

1.0

2.98 3.00 3.02 3.04

ln
(K

A
ss

)

15.5

16.0

16.5

17.0

3.17 3.18 3.19 3.20

ln
(K

A
ss

)

31.0

32.0

33.0

34.0

ln
(K

A
ss

)
3.22 3.23 3.24 3.25 3.26

1000
 (K-1) Temperature

d)c)

-150

-100

-50

0

0 20 40 60 80 100

y = -21.80 - 1.05x   R2 = 0.979

Δ
H

A
ss

 (k
ca

l·m
ol

-1
)

% base pairs involved

-400

-300

-200

-100

0
y = -82.89 - 2.63x   R2 = 0.971

0 20 40 60 80 100

% base pairs involved

Δ
S A

ss
 (c

al
·m

ol
-1

·K
-1

)

1C
2C

3C

Extended Data Fig. 2 | Thermal denaturation analyses of the 1C, 2C and 
3C systems. (a) Thermal denaturation profiles of the 1-component (black), 
2-component (blue) and 3-component systems (green). (b) Left: Van’t Hoff 
analysis of the thermal denaturation curves enables the extraction of the 
thermodynamic parameters ΔH°Ass and ΔS°Ass (see panels c) and d), respectively). 
Right: extrapolation of the ΔG°Ass at 23˚C (right side) are in good agreement with 
the values obtained using urea denaturation. (c, d) As observed for the m-values 
and ΔG°Ass (see Fig. S3), ΔH°Ass and ΔS°Ass are also linearly dependant on the 

number of base pairs broken/formed in the assembly/disassembly transition. 
ΔH°Ass = −60 ± 1 kcal·mol−1, −85.8 ± 0.8 kcal·mol−1, and −130 ± 7 kcal·mol−1, 
for the 1C, 2C, and 3C system, respectively. ΔS°Ass = −179 ± 4 cal·mol−1·K−1, 
−241 ± 3 cal·mol−1·K−1, and −355 ± 22 cal·mol−1·K−1 for the 1C, 2C, and 3C system, 
respectively. All experiments are performed in PBS buffer (10 mM NaH2PO4, 
40 mM NaCl, pH = 7.00). Data and errors are presented as the values obtained 
from the Van’t Hoff linear regression (n = 1).
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Extended Data Fig. 3 | Kinetic analysis (chevron plot) of the 1C, 2C, and 3C 
systems. The kinetics of the association/folding (circles) and dissociation/
unfolding (diamonds) of all nanosystems under various urea concentrations 
(chevron plot) reveal a two-state association/dissociation mechanism around 
their denaturation transition (see Table S1). The 2C and 3C systems display 
similar unfolding transitions (kU,2C = 8.6 ± 3.1 × 10−6 s−1 and kU,3C = 8.3 ± 3.2 × 10−6 s−1; 
mU,2C = 1.24 ± 0.04 kcal·mol−1·M−1 and mU,3C = 1.41 ± 0.06 kcal·mol−1·M−1) 
suggesting that they dissociate via the same mechanism (dissociation of a 
complete strand). In contrast, the 1C system displays an unfolding rate that is 
3000-time faster (kU,1C = 2.2 ± 0.9 × 10−2 s−1) with a 3-time smaller urea dependency 

(mU,1C = 0.43 ± 0.01 kcal·mol−1·M−1). This is consistent with the smaller local 
unfolding expected to take place for the 1C system, the unfolding slope (mU) is 
proportional to the surface area made accessible upon dissociation/unfolding. 
The slower dissociation kinetics of the 2C and 3C systems, extrapolated in 
absence of urea, is also consistent with the fact their dissociation requires the 
disruption of 20 base pairs compared to the disruption of 10 base pairs for the 1C 
system (see cartoon). Interestingly, the dissociation mechanism for the 2C and 3C 
systems becomes non-linear and similar to the 1C system at a high concentration 
of urea (>7 M) suggesting that their disassembly becomes only rate limited by the 
opening of one arm. For raw kinetic traces see Fig. S4 to Fig. S6.
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Extended Data Fig. 4 | The assembly behaviour of the 2C and 3C systems 
(Fig. 2) are well predicted by numerical simulations. Top. Because the one-
component system already folds into its active conformation, its activity remains 
linear with its concentration. Middle. The assembly of the two-components 
system induced by an increase of component A can be triggered at different [A]50% 
by increasing the concentration of the limiting component (here B). While [A]50% 
shifts towards higher concentration, the dynamic range (DR) shifts from 81-fold 
to 9-fold. Bottom. The assembly of the three-components system induced by an 
increase of component A can also be triggered at different [A]50% by increasing the 
concentration of the limiting components (here B and C). Interestingly, the [A]50% 

shifts from high to low concentration and shifts back to high concentration, 
while the dynamic range (DR) shifts from 729-fold to 9-fold. Of note, at a low 
concentration of components B and C, the overall yield of the 3-component 
system decreases in the presence of large excess of component A. This is because 
the system favours the formation of the two dimeric intermediates (here AB and 
AC) instead of the trimer (see also Fig. 3 and Extended Data Fig. 6). Numerical 
simulations are done using MATLAB® with a dimeric stability of −8 kcal·mol−1 
(ΔG°Dim) and a trimeric stability of −16 kcal·mol−1 (ΔG°Tri) leading to an overall 
assembly stability of −24 kcal·mol−1 (ΔG°Ass = ΔG°Dim + ΔG°Tri).
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Extended Data Fig. 5 | Effect of the thymine spacer length between each 
arm on the 3-way junction stability. (a) Melting curve analysis of the dimeric 
equilibrium reveals that, as expected, the spacer length (0 T, 2 T, and 4 T) does 
not substantially change the dimeric affinity (ΔG°Dim). (b) Melting curve analysis 
of the trimeric equilibrium reveals a strong dependence of the spacer length on 
the trimeric affinity (ΔG°Tri). *Of note, to measure the trimeric affinity, ΔG°Tri, 
and to exclude the dimeric energy, we ‘locked’ the dimer into a unimolecular 

system using a 4 T loop (black loop at the bottom of the blue-green arm). The 
DNA-hairpin, therefore, mimics the dimeric structure. Inset of panels (a) and 
(b) represent the derivative of the melting curve (dF/dT) fitted with a Gaussian 
distribution, which has been used to extract the Tm that are then fitted using Eq. 4  
to extract thermodynamic parameters. All experiments have been done in PBS 
buffer (50 mM Na2HPO4, 400 mM NaCl, pH = 7.00).
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Extended Data Fig. 6 | Numerical simulations of the effect of destabilizing 
only ΔG°Tri on the assembly of a 3-component system. When ΔG°Tri and ΔG°Dim 
are similar (ΔΔG°Tri-Dim = 0 kcal·mol-1) the assembly of the 3-component system is 
not favoured (lightest grey). Increasing the value of ΔΔG°Tri-Dim leads to a better 
yield of assembly of the 3-component system. However, when component A 
becomes more concentrated than the dissociation constant of the dimeric 
intermediates (KDim), the assembly of the 3-component system becomes less 

favourable and the dimeric intermediates AB and AC form instead. A higher 
ΔΔG°Tri-Dim enables to minimize this effect. Numerical simulations are done 
using MATLAB®. All ΔG°Dim are fixed at −8 kcal·mol−1 and ΔG°Tri is varied between 
−8 kcal·mol−1 and −16 kcal·mol−1. Temperature is fixed at 37˚C (310.15 K), the 
concentration of components B and C are fixed at 100 nM and the concentration 
of component A is varied from 0.1 nM to 100 μM.
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Extended Data Fig. 7 | Native PAGE titration. (a, b) Titrations analyzed by 
native polyacrylamide gel electrophoresis (native PAGE) support the dimers 
sequestration mechanism. Like our fluorescence titration experiments  
(Fig. 3b, right), the 2 T system displays more cooperativity (DR = 12 ± 5) than 
the 4 T system (DR = 100 ± 47). Furthermore, the 0 T system (black) shows a 
decrease in assembly when the concentration of component A is larger than 
the concentration of components B and C (1 μM) (see the reduction of trimer 
band and increase of dimer band, dimeric intermediates AB and AC). This 
phenomenon is also observed for the 2 T and 4 T systems, although requiring a 
much higher concentration of component A. This result is in good agreement 

with our numerical simulations (see Extended Data Fig. 6) Black = 0 T spacer, 
Green = 2 T spacer and Blue = 4 T spacer. *Of note, this experiment has been 
done at room temperature (~ 23 °C) whereas the fluorescence titration has 
been done at 37 °C. Also, because PAGE is a less sensitive technique compared 
to fluorescence titration, this experiment has been performed at 1 μM of 
components B and C compared to the 100 nM used in fluorescence titration. 
Nonetheless, both experiments demonstrate the same tendencies and are in 
good agreement with our numerical simulations. Binding curves of 2 T and 4 T 
spacer are fitted using the Hill equation (Eq. 5) while the binding curve of the 0 T 
spacer is fitted using a double dose-response curve.
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Extended Data Fig. 8 | Numerical simulation of the time-dependent assembly 
of a 3C system. Using the rate constants measured from Fig. S13 and Fig. S14, 
we can predict the kinetic traces of assembly of the dimer (plain line) and the 
trimer (dashed line) using numerical simulation. This enables us to test different 
concentration conditions before experimentation. (a) Changing [A] only 

affects dimer assembly while (b) changing [B] and [C] affects the formation of 
the trimer. This illustrates that the limiting step of trimer assembly, in these 
conditions, is the formation of the productive dimer BC. These results agree with 
our experimental data (Fig. 4b in main text and Fig. S16 and Fig. S17). Numerical 
simulations are performed using MATLAB®.
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Extended Data Fig. 9 | Adding a third component. (a) A trimeric assembly can 
also be created by introducing a new component, called the controller, that can 
interact with both the native DNAzyme and the substrate. (b) This controller 
strand can modulate the level of activity and the deactivation time via the 
formation of an inactive trimer. (c) In the presence of a 10 nM controller and 
DNAzyme, increasing the concentration of substrate increases the formation of 
the active dimer and the catalytic rate without substantially affecting the trimeric 
deactivation rate kTri. (d) At 100 nM substrate, increasing the concentration 
of controller and DNAzyme increases the rate of trimer formation and thus 

the rate of DNAzyme deactivation. Kinetic traces (left panel) are fitted using a 
single exponential (native) or a double exponential (with controller) to extract 
rate constants of dimeric and trimeric formation (that is, deactivation of the 
DNAzyme) (Eq. 6). The derivatives (middle panel) are plotted to better show 
the variation in initial rates and deactivation times. Fluorescence data were 
converted to the concentration of product using a calibration curve (data not 
shown) and normalized by the concentration of DNAzyme. All experiments have 
been done in PBS buffer (50 mM Na2HPO4, 400 mM NaCl, pH = 7.00) at 25 °C.
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